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1 Motivation

Converting linear text documents into documents publishable in a hypertext environment is a complex task requiring methods for segmentation, reorganization, and linking. The HyTex project, funded by the German Research Foundation (DFG), aims at the development of conversion strategies based on text-grammatical features. One focus of our work is on topic-based linking strategies using lexical chains, which can be regarded as partial text representations and form the basis of calculating topic views, an example of which is shown in Figure 1. This paper discusses the development of our lexical chainer, called GLexi, as well as several experiments on two aspects: Firstly, the manual annotation of lexical chains in German corpora of specialized text; secondly, the construction of topic views.

The principle of lexical chaining is based on the concept of lexical cohesion as described by Halliday and Hasan (1976). Morris and Hirst (1991) as well as Hirst and St-Onge (1998) developed a method of automatically calculating lexical chains by drawing on a thesaurus or word net. This method employs information on semantic relations between pairs of words as a connector, i.e. classical lexical semantic relations such as synonymy and hypernymy as well as complex combinations of these. Typically, the relations are calculated using a lexical semantic resource such as Princeton WordNet (e.g. Hirst and St-Onge (1998)), Roget’s thesaurus (e.g. Morris and Hirst (1991)) or GermaNet (e.g. Mehler (2005) as well as Gurevych and Nahsve (2005)). Hitherto, lexical chains have been successfully employed for various NLP-applications, such as text summarization (e.g. Barzilay and Elhadad (1997)), malapropism recognition (e.g. Hirst and St-Onge (1998)), automatic hyperlink generation (e.g. Green (1999)), question answering (e.g. Novischi and Moldovan (2006)), topic detection/topic tracking (e.g. Carthy (2004)).

In order to formally evaluate the performance of a lexical chaining system in terms of precision and recall, a (preferably standardized and freely available) test set would be required. To our knowledge such a resource does not yet exist—neither for English nor for German. Therefore, we conducted several annotation experiments, which we intended to use for the evaluation of GLexi. These experiments are summarized in Section 2. The findings derived from our annotation experiments also led us to developing the highly modularized system architecture, shown in Figure 4, which provides interfaces in order to be able to integrate different pre-processing steps, semantic relatedness measures,
resources and modules for the display of results. A survey of the architecture and the single modules is provided in Section 3. The challenges we experienced while annotating lexical chains brought us to analyze the performance of GLexi by means of a multi-level evaluation procedure, which is discussed in Section 4.

2 Annotation Experiments

The annotation experiments referred to below were originally intended to facilitate the development of annotation guidelines and thereby to promote the formulation of a gold standard for the evaluation of GLexi. However, the results of a preliminary study as well as the experiments detailed in the literature on English data (see, among others, Morris and Hirst (2005) as well as Beigman Klebanov (2005)) demonstrate that a satisfactory degree of inter-annotator agreement is not yet achieved in the manual annotation of lexical chains.

From our point of view, this is due to at least three aspects: Firstly, the subjects are focussed on building an individual understanding of the text, which obscures the various features that establish text cohesion, such as lexical cohesion or deixis. Secondly, the subjects also appear to struggle with differentiating between different features of textual cohesion. Particularly the anaphora and coreference resolution appears to be interacting strongly with lexical cohesion and thus the lexical chains in a text (see e.g. Stührenberg et al. (2007)). Thirdly, there is no consensus among researchers with respect to the semantic relations relevant in lexical chaining. It was therefore impossible to ensure a consistent annotation in regard to the relation types considered.

For this reason, all three experiments described in the following should be regarded as pilot studies. They were drafted and conducted with the aim of gaining more knowledge.
on lexical chaining. We deemed as particularly important, which aspects of computing lexical chains or of their manual annotation respectively might be relevant for our application scenarios, namely, the construction of topic views. Contrastingly, it was of less importance, whether a satisfactory inter-annotator agreement could be achieved.

Therefore, the actual evaluation of GLexi was not conducted by means of the data, which were annotated in the experiments, but is rather based on an evaluation procedure that is detailed in Cramer and Finthammer (2008a) and sketched in Section 4. In altogether all three annotation experiments, we had subjects annotate lexical chains or pre-stages/parts of lexical chains within texts. The task of the three experiments may be summarized as follows:

- experiment 1: manual annotation of lexical chains;
- experiment 2: manual search for (direct and indirect) relations between words or synsets within GermaNet;
- experiment 3: manual annotation of lexical chains, represented as mind-maps.

In experiment 1, seven subjects (all subjects were second-year students of philology or linguistics with no background in lexicography and no knowledge in applied or computational linguistics) were asked to annotate lexical chains within three texts (two newspaper/magazine articles, one from faz.net and unicum.de respectively, as well as a lexicon entry out of the German Wikipedia). For this purpose, the subjects were given a 15-minute oral introduction to the concepts of lexical cohesion and lexical chaining, including some notes on the theoretical background as described by Halliday and Hasan (1976) and some example chains. Subsequently, they had five minutes to ask clarification questions. The subjects were then given the following documents (partially depicted in Figure 2): a list of all nouns of the three texts, an evaluation questionnaire (for evaluating the relevance of the noun or phrase for their text comprehension), a template for generating the chains, a list of the relations to be considered, and a feedback questionnaire. Thereupon, the subjects were asked to complete the task as far as possible within one hour. In order to get an impression of the time necessary to annotate a certain amount of text we limited the amount of time.

Results - experiment 1: Nearly all subjects aborted the annotation before the set time exceeded. In fact, the subjects found the evaluation of the relevance of a noun to be comparatively easy, while they found the actual annotation of lexical chains to be rather difficult. Based on their divergent solution strategies in annotating lexical chains, the subjects may be subsumed into two groups (with three or four subjects each): the first group reinterpreted the task in so far, as they organized the nouns in nets (which they themselves called mind maps) rather than in chains. Subjects of the second group changed their strategies of chaining several times throughout the set time and in doing so crossed out previous versions in order to substitute them with improved ones (e.g. versions containing more or less entries or versions connected via other relations).

By means of a subsequent oral interview as well as the feedback questionnaire, we were able to identify the following main aspects of our subjects’ criticism, which referred
The majority of the subjects were of the following opinions:

- a linearization of the annotation (that is generating chains) is impossible, or at least not sensible or functional respectively;
- constructing nets instead of chains might be more appropriate to the task;
- many nouns could not be incorporated into the chains/nets, as they either were of too little thematic relevance for the text or they would have been better considered as a phrase;
- the relations accounted for in the experimental setup were not sufficient.

These results are congruent with the experiments on the annotation of lexical chains for English data by Beigman Klebanov (2005) as well as Morris and Hirst (2005) respectively. The following consequences drawn from experiment 1 led to the experimental set-ups for both subsequent experiments. Firstly, it seemed functional to segment the annotation into subtasks; furthermore, the obligatory linearization was to be substituted by net structures; and finally, the subjects were to be allowed to consider larger phrases instead of nouns only.

As a consequence, in experiment 2 three subjects (of the initial seven) were asked to trace direct or indirect relations respectively in GermaNet for a list of word pairs, (thus the subjects were asked to find complex combinations of relations, in short paths,
i.e. the path between Blume (Engl. flower) and Baum (Engl. tree), which spans three steps in regard to GermaNet, namely hypernymy - hyponymy - hyponymy) by means of a graphic user interface for GermaNet (see Finthammer and Cramer (2008) for more information on this). We thus intended to account for the complaints by our subjects in experiment 1 that the semantic relation types did not suffice in order to satisfactorily complete the annotation of lexical chains. The subjects were given a fraction of the word pairs of experiment 1 and were asked to trace paths between these words with respect to GermaNet; they had a time-frame of four hours to complete the task.

Results - experiment 2: In principle, the following four constellations (see Cramer and Finthammer (2008b) for examples) could be identified:

- intuitively, a semantic relation exists between the words of the pair and this connection can easily be identified within GermaNet;
- intuitively, a semantic relation exists between the words of the pair, but this relation can not easily or not at all be identified within GermaNet;
- Intuitively, no semantic relation exists between the words of the pair, but a short path can easily be identified between the words within GermaNet;
- intuitively, no semantic relation exists between the words of the pair, and no short path nor a path at all can be identified within GermaNet.

In spite of the graphic user interface (see Finthammer and Cramer (2008)), there were almost no cases where the subjects were able to identify a path in GermaNet within an acceptable time-frame. In most cases, the search for a path terminated after two or three steps without any results. In these cases, the subjects were not able to decide intuitively on the next steps. Admittedly, it is not surprising that paths can only be detected manually with a great expenditure of time. But the results, that on the one hand even short paths run across inappropriate nodes (also see Cramer and Finthammer (2008b)) and that, on the other hand, intuitively, nodes being close to each other are only connected via long paths are markedly critical for the qualitative evaluation of word-net based relatedness measures.

In experiment 3, two subjects (of the above mentioned seven) were asked to construct lexical nets (similar to mind-maps) for three texts on the basis of the concept of lexical cohesion. We instructed them to consider the introduction they were given in experiment 1 as well as the results of the oral interviews and the feedback questionnaires. They first segmented the texts into paragraphs, for each of which one net was to be created. In a next step, the words and phrases of the paragraphs were transferred into net structures, which may be regarded as a partial representation of the textual content. An example of this can be found in Figure 3. As the figure illustrates, independently of each other, both subjects organized the words and phrases of the respective paragraph departing from a center (in regard to content).

The results of the three annotation experiments can be summarized as follows: The annotation of lexical chains within texts forms a complex task and is hardly viable
Abbildung 3: Example of a Manually Generated Net Structure as Complement or Substitute for Lexical Chains

along with achieving a sufficiently strong agreement of the subjects. These results correspond—in our opinion—to the results for English data as described in Beigman Klebanov (2005) as well as Morris and Hirst (2005). In a nutshell, developing sustainable annotation guidelines from the different experiments was ultimately impossible. Nevertheless, the results were relevant for our subsequent research on lexical chains for German data:

- Firstly, representing lexical chains as nets led us to the idea that the lexical units of a paragraph might be arranged around one or more words/word groups and thus around one or more thematic center(s) (we call them topic items). These topic items seem to feature a dense net structure and strong relations, which, in turn, forms the basis for the construction of topic views.

- Apart from this, the results emphasize that the performance of a system for calculating lexical chains cannot be evaluated by means of a manually annotated data. For this reason, an alternative approach for evaluation needed to be designed. Our suggestion for such an alternative procedure is sketched in Cramer (2008) and is briefly outlined in Section 4.

3 GLexi–Architecture

Drawing on the results of the previously described annotation experiments, we devised a modular system for calculating lexical chains/nets within German corpora. The basic modules of our system called GLexi (spoken: galaxy) are summarized in Figure 4. All modules are designed in such a way that the user of GLexi is able to additionally integrate own components, such as alternative pre-processing steps or resources. All
options of parameterization—which were subject to our experiments up to now and which we use for calculating topic items (and topic views)—are compiled in Table 1.

The depiction of the system structure in Figure 4 also illustrates the chaining procedure: Based on the input (in an XML format particularly devised for this purpose) GLexi initially checks which units are to be considered as chaining candidates. Thereafter, all information on the candidates contained in the input is collected and hence is available for the core algorithm as well as the output generation. For each candidate pair GLexi then tests whether a suitable semantic relation can be identified on the basis of the selected resource and semantic relatedness measure. If this is the case, the pair is considered as a chaining pair and accordingly stored in the meta-chains including its relatedness measure value. Having calculated the relatedness measure values for all possible pairs, i.e. having filled the meta-chains, the output of the results can be constructed. Again, different options are available: apart from the actual lexical chains (see e.g. the algorithm by Hirst and St-Onge (1998)) it is also possible to display all candidates including their relations as a net structure. An example of this is depicted in Figure 5. Obviously, we derived this format from the net structures as they were manually generated by our subjects in the annotation experiment 3 (see Section 2 and Figure 3). The net structure as a substitute for classical lexical chains, also forms the basis for calculating topic items (and topic views), as depicted in Figure 6.

4 GLexi–Evaluation

As mentioned above, no gold standard has been compiled so far for the evaluation of a lexical chainer and, in addition, the previously described results of the experiments illustrate that the manual annotation of such a gold standard represents yet unsolved challenges. We therefore suggest a four-step evaluation procedure as an alternative approach. A detailed discussion of this evaluation procedure is provided in Cramer and Band 21 (1) – 2006

---

\[1\] See Silber and McCoy (2002) for more information on the concept of meta-chains.
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**Abbildung 5:** Example of a Lexical Net Generated by Means of GLexi
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3-5 best topic items per paragraph

→ topic view
Finthammer (2008a). Therefore we limit the following description of the procedure to aspects relevant to the computation of topic views.

For evaluating GLexi, we drew on GermaNet (see e.g. Lemnitzer and Kunze (2002), version 5.0), the Google-API, and a word frequency list provided by S. Schulte im Walde as resources for our eleven semantic relatedness measures. We additionally used parts of the HyTex core corpus (see Beißwenger and Wellinghoff (2006)), which we pre-processed by means of the Temis Tools and transformed into the previously mentioned XML format.

### 4.1 Coverage

With respect to the coverage of GLexi, two settings may be distinguished according to the resource used: If GermaNet forms the basis for calculating lexical chains, approximately 56% of the noun tokens in our corpus will be covered, see Table 2. If, in turn, the calculation of the semantic relatedness is based on the co-occurrence measures based on the Google-API, all words in the texts are accounted for. Having said that, using Google based relatedness measures involves two essential shortcomings: firstly, it does not provide a word sense disambiguation on-the-fly, as is the case using e.g. GermaNet; secondly, as the results given in Section 4.3 demonstrate, the correlation between the Google co-occurrence based measures and the average assessments of the subjects in regard to semantic relatedness still ranges below the measures which were achieved using the measures based on GermaNet.

### 4.2 Quality of Disambiguation

In order to evaluate the quality of word sense disambiguation, we manually annotated a fraction of the HyTex core corpus. As a next step, lexical chains were calculated for these data; in deciding upon the affiliation of a word (or a lexical unit of the corpus respectively) with a lexical chain, its word sense is simultaneously disambiguated. By comparing the decisions made on the basis of the chains calculated with the manual annotation, the quality of the disambiguation of GLexi may be assessed. Depending on

---

2We kindly thank Dr. Schulte im Walde for her support.

3For the experiments described here, the Insight DiscovererExtractor Version 2.1 was used. We also kindly thank the Temis group for supplying their software and for their support.
the measure used, the results range between approximately 35% and 60%. In regard to the quality of their disambiguation, the measures introduced by Resnik (1995), Wu and Palmer (1994) and Lin (1998) perform best.

4.3 Quality of Semantic Relatedness Measures

In order to evaluate the performance of our eleven relatedness measures, we drew on a method typically employed in this context, namely, we compared the semantic relatedness measures values for a list of word pairs with human judgements of these pairs. Thus, the average assessments and the associated automatically calculated relatedness measure values for the word pairs are juxtaposed: Table 3 depicts the correlation between the human judgements and the eleven measures. Obviously, the measure values are scattered, which results in the rather low correlation coefficients. A detailed analysis of our human judgement experiments and a comparison with similar studies can be found in Cramer and Finthammer (2008a) and Cramer (2008).

4.4 Application Scenario

As mentioned above, the application scenario we aim at is the construction of topic views, an example of which is displayed in Figure 1. In order to automatically calculate topic views for given text passages, we mainly draw on the lexical nets generated by GLexi. We integrated the (in the following described) algorithm for the calculation of topic views as an additional module of GLexi: on the basis of the lexical nets we rank the words/phrases (topic item candidates) of a passage with respect to their topic strength; thus, we rank the candidates which are most relevant at the top of a topic item candidate list. The decision on the ranking of a given topic item candidate is mainly based on three feature types: firstly, the density of the lexical net for the given candidate, secondly, the strength of its relations, and, thirdly, its tf/idf score. We regard the top three to five (depending on the length of the passage) topic item candidates as the topic items of the given passage and construct the topic view by supplementing the topic items to the table of contents. In order to evaluate the performance of the above described algorithm, we drew on the manual annotation of topic items. Initial
annotation experiments show that an inter-annotator agreement of approximately 65% can be achieved. We also found that when evaluating the automatic calculation of topic views with respect to the manual annotated data, an overlap of 55% to 75% can be achieved. Our initial results also stress that GLexi is able to compute high quality topic views if the passages are of a certain length and if the topic item candidates are appropriately modeled in the lexical semantic resource employed. Interestingly, in spite of the moderate performance of GLexi with respect to its coverage, its word sense disambiguation performance and the semantic relatedness measures used, we were able to achieve—with only a few simple features—relatively good results in calculating topic views. However, we certainly need to systematically explore the calculation of topic views in a follow-up study.

5 Outlook

The results of our annotation experiment describe here as well as the evaluation of our system GLexi demonstrate that the concept of lexical chains as well as their automatic construction leaves a number of aspects unsettled: Firstly, it is questionable to what extent lexical chains may be distinguished from anaphoric structures or coreference respectively, or, put vice versa, how far these three concepts might be merged into a homogenic concept. Moreover, it remains unclear, whether we are dealing with lexical nets rather than lexical chains—as the subjects of experiment 1 stressed. The experiments on the construction of topic views however show that it might indeed be reasonable to replace the concept of lexical chains by a new concept of lexical nets. We therefore plan, as a follow-up study, to investigate the (basic) features of lexical nets and also intend to incorporate the findings of linguists on lexical (semantic) cohesion into this new concept more thoroughly. Secondly, the moderate performance of GLexi as detailed in Sections 4.1 to 4.3 indicates that lexical chaining (or lexical netting) might be a not yet well understood method for the construction of partial text representations. We find that particularly the quality of word sense disambiguation (which should—at least according to the theory of lexical chaining—be conducted on-the-fly while chaining words of a text) and the performance of the semantic relatedness measures do not meet our demands. The quality of disambiguation might well be improved by enhancing the pre-processing, but still the problem of calculating the semantic relatedness remains unsettled. The latter, again, consists of diverse sub-aspects: First of all, although there has been much research (see Morris and Hirst (2004) as well as Boyd-Graber et al. (2006)) on the question which types of semantic relations are actually relevant at all (for the calculation of lexical chains as well as in principle), we consider this issue unsettled. In addition, the human judgement experiments typically used in order to assess the performance of a semantic relatedness measure, are—in our opinion—not well understood, i.e. it is unclear what exactly is measured in such an experiment, and furthermore, the experimental set-up is not well defined. And finally, all measures which have been taken into account so far—do not consider those relations that arise exclusively from the content of the text and which can evolve within a text only. Despite these numerous unsettled questions, the
first application-based results demonstrate that lexical chains are convenient and helpful for the calculation of topic items and topic views. We therefore intend to systematically investigate—which parameter settings perform best for the calculation of topic views—and feel confident that we will—in the long run—be able to achieve results of high quality for our corpora of specialized text.
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